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xiv Contributors



Mihael Mohorcic, Marc Necker, Christian Nyberg, Aleksi Penttinen, Eduard

Popovici, Tatiana Radulescu, Michal Ries, Miha Smolnikar, Vasos Vassiliou,

Jorma Virtamo

Chapter 4

Firas Albalas, Chitra Balakrishna, Dinko Begusic, Tudor Blaga, Frank

Brouwer, Irene de Bruin, Yewen Cao, Eduardo Cerqueira, Marı́lia Curado,

Virgil Dobrota, Tomás Entrambasaguas, Yusun Fu, Bernd Gloss, Gerardo
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channel attenuation over 60,000 frames, the middle graph shows the RS deco-

der state in a given frame in terms of the number of corrected bytes (with the

value –1 denoting that RS was no longer able to restore the original data), and

the bottom graph gives the current spectral efficiency. Comparing the average

spectral efficiencies of all three scenarios on the same section of railway track

leads to the conclusion that switching based only on the RS decoder state

information (for ‘‘down’’ switching), that is, the only RS scenario, provides

similar performance to the without RS scenario, where only the value of esti-

mated Es/N0 is observed when deciding for a switch. Moreover, the with RS

scenario combining information on RS decoder state and estimated Es/N0

further improves the performance in terms of average spectral efficiency.

3.3.3 HSDPA Performance Based on Measurements

The performance of HSDPA has been largely investigated in the past years.

Most of the studies, however, rely on analytical models or simulation techni-

ques, in general following amore or less theoretical approach; see the discussion

in Section 3.2.1.1. As the number of HSDPA networks in operation grows and

users start using them, there is a lack of knowledge about the real performance
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Fig. 3.14 FEC performance and spectral efficiency in HAP channel (copyright# 2007 IEEE

[Smo07])
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provided by this technology. Some recent papers present results based on

measurements in a laboratory [Hol06a], in scenarios that clearly differ from

the real conditions found in a live HSDPA network. In this respect, it is worth

mentioning a few studies based on measurements of commercial HSDPA net-

works [Der06, Jur07]. These studies, however, focus on measurements related

to one HSDPA user, without taking into account the influence of other simul-

taneous HSDPA users sharing the capacity of the cell. Although this aspect can

be neglected in early HSDPA network deployments, as the number of users

increases it should definitely be taken into account.

Precisely one of the main contributions of this work is the realization of

measurements in a scenario with multiple HSDPA users accessing the same cell.

As the traffic load in many UMTS/HSDPA commercial networks is rather low,

HSDPA traffic was generated by several students participating in the measure-

ment experiments. The results motivated the investigation of the impact of TCP

(Transport Control Protocol) configuration parameters on the observed per-

formance, concluding the convenience of employing large TCP receive window

sizes. Further details can be found in [TD(07)033].

The measurement scenario located in a teaching laboratory at the Universi-

dad Politécnica deMadrid is within the range of an HSDPA/UMTS macro-cell

covering the university campus. A total of 28 students, subdivided on two shifts,

participated in the measurements campaign. The experiments were carried out

from 1100 to 1400 on work days (i.e., during the network’s busy hours). Each

student had a desktop computer with a Category 6 (3.6Mbit/s) HSDPA device.

The students performed several basic experiments including Web navigation

sessions, Web-based on-line speed tests, and file downloads.

During the first experiment, students conducted a 5-minute Web navigation

session. Figure 3.15 shows the probability density function (PDF) and the

complementary cumulative distribution function (CDF) for the downlink

peak rate of the experiments. The average download peak rate was 870 kbit/s,

with 85% of the users obtaining a peak rate above 550 kbit/s. These bit rates are

at application level, which in part explains why the figures are below the

physical bit-rate of the employed HSDPA devices (3.6 Mbit/s). In addition to

protocol overheads, we should also consider the non-optimum indoor
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Fig. 3.15 Results for HSDPA Web navigation experiments
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propagation conditions at the laboratory, the non-HSDPA traffic load in the

cell (the experiments were run at the busy hour), and, of course, the relatively

high number of HSDPA users in the cell (a dozen). Taking into account these

considerations, we can conclude that the results are quite satisfactory.

In the next experiment setup, users downloaded a number of files from aFTP

(File Transfer Protocol) server. Three different file sizes were considered: 100

Kbyte, 1Mbyte, and 10Mbytes. For each file size, the experiment was repeated

four times. For comparison purposes, the same experiments were performed

previously with a single HSDPA user in the cell. The results are summarized in

Fig. 3.16. For the single-user case (left-hand graphic), the average download

throughput was between 500 kbit/s and 950 kbit/s, while the maximum down-

load throughputs ranged from 675 kbit/s to 1100 kbit/s. It is worth observing

that the results are considerably better for large file sizes. In the multiuser

scenario (right-hand graphic), the average download throughput was between

450 kbit/s and 640 kbit/s, while the maximum throughputs ranged from 850

kbit/s to 1100 kbit/s. When interpreting these results, one should observe that

the experiments were not synchronized (i.e., the users decided freely on the time

they started the file downloads without taking into account how many of them

were simultaneously connected to the FTP server). While in principle this

approach does not allow for accurately interpreting the effect of the HSDPA

capacity sharing, it has the advantage of being more in line with the traffic

observable in real networks, where the user behaviors are not scheduled.

In order to evaluate the impact of the TCP configuration on the HSDPA

performance, the FTP experiments were repeated for the single-user case vary-

ing the TCP receive window size and turning on and off the SACK (selective

acknowledgment) option. The results are summarized in Fig. 3.17. The results

show that – except for the smallest file – the TCP receive window size has a

significant impact on the download throughput. In general, increasing the
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window size leads to higher bit rates. However, there is a maximumwindow size

that, if exceeded, makes it necessary to turn the SACK option on in order to

avoid throughput degradation. For small file sizes, using large TCP windows

and SACK does not seem to provide any performance improvement. The

explanation is that for short file sizes, the TCP connection setup hand-shake

procedure and the slow start mechanism do not allow exploitation of the high

capacity available in the HSDPA link. This conclusion is quite interesting as it

leads us to reconsider the results of the Web navigation experiments. Recent

studies report a typical Web page size of around 130 Kbytes [Lev06], which is

close to the smallest file size considered in our experiments. Therefore, we can

conclude that for conventionalWeb navigation, themoderate size ofWeb pages

themselves does not permit full exploitation of the high bit rates provided by

HSDPA. For further results and interpretation, please refer to [TD(07)033].

In this section, results on the performance of TCP applications over HSDPA

based on measurements on a commercial network were presented. One of our

main contributions is the realization of measurements in a scenario with multi-

ple HSDPA users simultaneously accessing the same cell. Despite the high

variability of the results, the experiments with Web traffic show that the user-

perceived quality is very satisfactory and similar to the one achievable with an

ADSL line of 1 Mbit/s.

Results for file transfer experiments, far from exhaustive, reveal the capacity

sharing effect on the HSDPA downlink channel. In addition, we observe that

small file sizes exhibit a download throughput lower than expected, as the

transfer finishes before the maximum bit rate can be reached. Considering

typical Web page sizes (�130 Kbytes), we conclude that conventional Web

navigation cannot fully exploit the HSDPA capacity.

Our final set of experiments focused on evaluating the effect of TCP receive

window size and SACK option. The results indicate that for traffic volumes

above 1 Mbyte, large receive window sizes (128 Kbytes or more) and SACK

lead to higher download throughputs (up to 100% increase in some

experiments).
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